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ABSTRACT

The impact of different hydrometeor advection schemes on TC structure and intensity forecasts is exam-

ined through the evaluation of HWRF’s simulation of tropical cyclones using the operational Ferrier–Aligo

(FA) microphysics that uses total condensate advection versus the same scheme but with separate hydro-

meteor advection (FA-adv). Results showed that FA-adv simulated larger storms. Idealized simulations

revealed that the cause of the simulation differences is the characteristics of the vertical profile of cloud water

(Qc), which has a sharp gradient near 850 hPa, and rainwater (Qr), which is vertically uniform below the

melting layer. In FA, the resultant total condensate profile has a gradient near 850 hPa that is smaller than that

of Qc but larger than that of Qr. In FA when the total condensate is advected and partitioned back to Qc and

Qr, the advection of Qc is underestimated and that of Qr is overestimated than that in FA-adv. The separate

advection of hydrometeors in the FA-adv scheme corrected this problem and caused the difference in mi-

crophysics and dynamics fields between the two schemes. The greater vertical advection of Qc in FA-adv

represents a continual source of extra diabatic heating that leads to a greater integrated kinetic energy (IKE)

in the storm simulated by FA-adv than FA. However, the radial distribution of the azimuthally averaged

additional diabatic heating in FA-adv caused a sea level pressure adjustment that leads to a weaker maximum

wind speed. The warming in the outer rainbands strengthens wind away from the inner core, which causes the

simulated storm size to increase.

1. Introduction

Advection is a computationally time-consuming rou-

tine in numerical weather prediction (NWP) models

(Sobhani and Vento 2017). Therefore, in time-sensitive

operational model forecasting, hydrometeors are some-

times summed up before they are advected, so that the

model only needs to calculate the advection of the total
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condensate, instead of advecting multiple hydrometeor

species. After the advection routine, the total conden-

sate is partitioned back into the individual species using

their respective fractions, which are assumed to remain

unchanged during the advection process. This strategy

is adopted in the Hurricane Weather Research and

Forecast (HWRF) system (Biswas et al. 2018) and in the

outer domain of the NorthAmericanMesoscale (NAM)

model (Janjić 2003; Rogers et al. 2009). However, the

impacts of such a time-saving technique on the accuracy

of the tropical cyclone forecast have not been system-

atically evaluated.

Such an evaluation might provide direction for po-

tential upgrades for future operational implementa-

tions. HWRF’s forecast skill has been improving

steadily in recent years. Each year, upgrade candidates,

such as innovations in physics schemes, data assimilation

techniques, and model resolution, are tested using a

multiyear sample of cases by the NOAAEnvironmental

Modeling Center (EMC) and the Developmental Test

bed Center (DTC). These test and evaluation (T&E)

studies usually include the candidates’ track and inten-

sity forecast skill statistics that are used to determine

which candidates will be implemented in the next op-

erational upgrade.

Cloud microphysics is an important component in

these T&E activities. A microphysics scheme describes

the processes that control the formation of cloud drop-

lets and ice crystals, their growth, and fallout as pre-

cipitation. These processes also control the release of

latent heat during phase changes. Cloud microphysics

comprises a set of processes that modulate the thermo-

dynamical structure and energy distribution of tropical

cyclones. NWP model forecasts are sensitive to the

choice ofmicrophysics scheme, which is a large source of

forecast uncertainty. For hurricane forecasts, it has been

demonstrated that microphysics schemes can impact the

hurricane track (Fovell and Su 2007) and intensity

(Pattnaik and Krishnamurti 2007; Zhu and Zhang 2006).

Currently, the microphysics scheme used in the op-

erational HWRF is the Ferrier–Aligo (FA) scheme

(Aligo et al. 2014, 2018; Biswas et al. 2018). It is a

modified version of the original Ferrier scheme used in

NCEP’s mesoscale models (Ferrier et al. 2002; Rogers

et al. 2001) with an enhanced representation of storm

structure over the CONUS and simulations of the con-

tinental distribution of hydrometeors (especially ice

concentration) and precipitation fall speeds that are

more realistic than its predecessors.

T&E activities were conducted in HWRF with the

goal of substituting the single, combined total conden-

sate species with the more typical configuration that

advects individual species of hydrometeors (FA-adv)

(Lin et al. 1983; Morrison and Milbrandt 2015; Ferrier

1994; Thompson and Eidhammer 2014). The impact of

advecting the total condensate has not previously been

evaluated, and the complex HWRF modeling system

has been tuned and optimized with such inherent un-

certainty of advecting total condensate versus individual

hydrometeor species. Therefore, comparing the HWRF

simulated hurricane structure and intensity using the

total condensate advection against results obtained with

separate hydrometeor species advection could shed light

on this uncertainty and help represent microphysical

processes more realistically in HWRF.

With the release of HWRF 3.9a (Biswas et al. 2017),

either of the two choices became available to the re-

search community: one with separate hydrometeor

species advection and the other with the total conden-

sate advection. This option provided an excellent op-

portunity to study how the simulated hurricane structure

and intensity differ due to the different advection

schemes used.

In this paper we address the impact of using the total

condensate advection by evaluating and diagnosing

HWRF’s FA and FA-adv microphysics schemes using

GOES-13 brightness temperatures. Detailed numerical

case studies, as well as idealized sensitivity experiments,

are used to obtain a better understanding of how the two

advection methods affect cloud structure and tropical

cyclone characteristics, with the goal of providing insight

for HWRF’s future improvement.

The paper is organized as follows. Section 2 describes

the HWRF model, observational data, cases studied,

and evaluation methods. Forecast results are given in

section 3, discussions and idealized sensitivity experi-

ments in section 4, followed by the conclusions in

section 5.

2. Model and methods

HWRF v3.9a was used in this study. This version

corresponds to the 2017 operational HWRF and em-

ploys theWRF v3.9.1 release. In HWRF v3.9a, FA is the

default microphysics scheme, but the FA-adv scheme is

also available, making it possible to run both the FA and

FA-adv and make comparisons.

Figure 1 shows the flowchart of the microphysical

processes implemented in FA. While only a single total

condensed (liquid/solid) hydrometeor species is explic-

itly advected and predicted, the scheme is internally

designed to predict multiple hydrometeor species, in-

cluding cloud water (Qc), rainwater (Qr), and non-

precipitating (cloud ice) and precipitating ice (snow,

graupel, and sleet) denoted by Qi. Internal variables are

used to diagnose the fraction of all liquid in the form of
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rain (Fr) as well as partitioning between snow and

graupel using a riming factor. Water vapor changes into

Qc by condensation when the moist air is carried by the

updraft to the lifting condensation level and reaches

saturation. Conversely when air becomes subsaturated

andQc exists, evaporation occurs. During condensation,

latent heat is released and warms the air, a main energy

source for TC development. Qc can further change into

rainwater through auto-conversion and rain accretion,

and into ice through freezing and/or collection by pre-

cipitation ice. Latent heat is obviously considered with

phase changes such as freezing, melting, deposition, and

sublimation. Note that the FA scheme in HWRF has

only the total condensate advection, as described above.

The simulated cases include Hurricanes 1) Hermine

(09L) 29 August 2016–2 September 2016, 2) Matthew

(14L) 29 September 2016–9 October 2016, and 3) Jimena

(13E) 28 August 2016–7 September 2016. These are all

recent TCs that have been tested extensively by EMC

and DTC. In this study, these three hurricanes were sim-

ulated using the HWRF in NOAA’s high-performance

computation facility, emulating the HWRF’s opera-

tional forecast environment as the same configuration

and input data were used. As in operations, HWRF

simulations were cycled (warm start) except for the first

case in each storm. For each simulation, synthetic sat-

ellite IR brightness temperature images were generated

using the Unified Post Processor (UPP). UPP incorpo-

rates the CommunityRadiative TransferModel (CRTM)

to compute model-derived brightness temperatures for

various instruments and channels including IR at the

10.3-mm wavelength.

The model-derived synthetic IR brightness tempera-

tures, from simulations using FA and FA-adv, were

compared with observations from GOES-13. The ob-

served brightness temperature data have been obtained

from the NOAA Comprehensive Large Array-Data

Stewardship System (CLASS; www.class.noaa.gov) and

regridded to match the model simulation domains. Cold

IR brightness temperature areas often correspond to

convective cloud tops, while warm areas indicate non-

cloud or low-altitude clouds. This fact makes IR bright-

ness temperature a relatively simple proxy to evaluate

the size and structure of the convection and clouds

and to assess the expansive upper-level cold clouds

that reside near the tropopause caused by deep con-

vection, such as those that occur in tropical cyclones.

Therefore, in addition to the usual TC track and intensity

FIG. 1. Flowchart of diagram of the microphysical processes in the Ferrier–Aligo scheme.
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comparisons, we will use model synthetic satellite IR

brightness temperature to compare against observations,

as done by Otkin et al. (2017) and Cintineo et al. (2014).

In addition to the visual comparison of forecast and

observed brightness temperature, statistical metrics,

such as the probability density function (PDF), were

used in the evaluation. The PDF analysis provides in-

formation about the fractional amount of high clouds

(with colder cloud-top temperature), low clouds (with

less cold cloud-top temperature) and nonclouds (warm

land or ocean surface). The advantage of these nonlocal

PDFmetrics is that, since the locations of the grid points

are not considered when constructing the PDF, forecasts

are not penalized due to tropical cyclone track errors,

and the results reflect solely the errors in the simulated

hurricane sizes and structures.

To complement the real-data case studies, an ideal-

ized configuration ofHWRF also employed by Bao et al.

(2012), Gopalakrishnan et al. (2011, 2013), and Zhang

andMarks (2014) was used to investigate the behavior of

the FA and FA-adv schemes. The initial conditions for

the idealizedHWRF simulations were specified using an

idealized prescribed vortex, with a maximum tangential

wind speed of 20ms21 and a radius of maximum wind

(RMW) of 90 km, superimposed on a base-state quies-

cent sounding on an f plane at the latitude of 12.58N.

The sea surface temperature (302K) was time invariant

and horizontally homogeneous. No land was present

in the simulation domains. These idealized environ-

mental and initial conditions allowed us to isolate the

processes to be studied in the absence of the greater

complexity of the real case simulations. Although the

real-case TC simulations can be compared with obser-

vations and performance skill metrics, they can be dif-

ficult to analyze due to the complicated highly nonlinear

interactions of the environmental fields and the physical

processes in the vortex. In this study, the idealized

HWRF allowed us to concentrate on the microphysics

and advection processes. All the features of the opera-

tional version of HWRF, such as the triply nested do-

main configuration with horizontal grid spacings of 18,

6, and 2km, the vortex following nested grids, and all

operational atmospheric physics, were present in the

idealized simulations. The UPP was also used to post-

process the idealized HWRF simulation output to ob-

tain the synthetic IR brightness temperature satellite

images. Two idealized HWRF simulations with full

physics options, one using the FA and the other using

the FA-adv microphysics scheme, were run to 126 h, and

their simulated hydrometeors, their vertical advection,

latent heat release, intensities and storm sizes were

compared between FA-adv and FA. To clarify termi-

nology, latent heat release associated with all phase

changes of water is referred to as a diabatic process in

this paper, although sometimes ‘‘moist adiabatic’’ is

used to refer to air parcel motions that involve latent

heat release.

3. Evaluation of results

The most distinct difference between the FA and FA-

adv results was the simulated storm size. The synthetic

satellite IR brightness temperature images (Fig. 2), with

the deep blue indicating the cold cloud tops and the red-

brown the warm surface with no-cloud or low-cloud

conditions, demonstrates that the simulations with FA

and FA-adv predicted similar storm center locations and

shapes relative to each other and to the observations.

However, in FA-adv, the cloud coverage was noticeably

larger than in the FA result, indicating FA-advmay have

too much cloud cover. While Fig. 2 only shows a snap-

shot of one storm, this result is representative of the

entire sample over all simulated storms (i.e., FA-adv

simulated larger cloud coverage and therefore larger-

sized storms than FA).

Examination of the PDF of brightness temperature

also showed larger coverage of cold cloud tops in FA-

adv than in FA. In Fig. 3, which is from the storm-scale

domain that covers an area about 2500km 3 2500km,

the FA-adv showed a larger fraction of cold cloud (180–

210K) than the FA and observations. In contrast, the

warmest temperatures (280–300K) in the FA and FA-

adv PDF were slightly higher than the observed one.

However, on the warm end of the spectrum (280–300K)

the FA results had a far greater fraction than either

observations or the FA-adv results. One caveat to con-

sider in this analysis is that the presence of high clouds

in any of the datasets naturally implies the obscuration

of any clouds at lower altitudes, so if cloud coverage in

general is approximately the same, a simple trade-off

will always exist between various temperature ranges,

meaning a gain of coverage by one temperature range

will lead to the loss by another. In the intermediate

range of temperatures (230–280K), there is a general

lack of sufficient clouds as compared to observations.

This phenomenon is quite commonly found in numerical

weather prediction models including WRF (Cintineo

et al. 2014; Thompson et al. 2016) and the German

weather model Consortium for Small-Scale Modeling

(COSMO; Eikenberg et al. 2015).

In the literature, TC sizes are often measured as the

extent of the 34-kt (1 kt’ 0.51m s21) wind at 10m above

sea level (AR34) and the radius of the outermost closed

sea surface pressure isobar (ROCI) (Carrasco et al. 2014).

The difference in TC size between FA and FA-adv re-

sults was evident not only in the synthetic IR brightness
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temperature images but also in AR34 and ROCI. Figure 4

shows larger AR34 and ROCI in the forecasts that used

the FA-adv. The maximum 10-m wind, however, was

about 10ms21 weaker in FA-adv than in FA in the in-

dividual forecast snapshot. That is, in FA-adv the simu-

latedTCwas larger butweaker, using the peak 10-mwind

as the intensity metric. In Figs. 4a and 4b, although the

minimum sea level pressure (SLP) in FA-adv was lower

than in FA, the SLP contours exhibited a larger gradient

in FA than in FA-adv, which will be revisited in section 4

in the discussion of the intensity difference between FA

and FA-adv. Figure 4e through Fig. 4h shows that the

difference in simulated TC sizes between FAand FA-adv

exists not only in individual forecast snapshots but also

in a composite storm created by averaging 1763 6-hourly

forecast snapshots of HurricaneMatthew, indicating that

the pattern applies generally across all the Hurricane

Matthew (2016) forecast lead times.

The tendency for weaker storms in FA-adv is also

evident in the scatterplot of the pressure–wind (P–V)

relationship for all cycles of the Hurricane Matthew

cases simulated using FA and FA-adv and in the best

track database (Fig. 5). In Fig. 5, the FA-adv results,

compared to those from FA, had some P–V points with

FIG. 2. Snapshot of IR brightness temperature (K) of Hurricane Matthew at the 96-h forecast in the cycle that started at 0000 UTC 1 Oct

2016 on the storm-scale domain that covers about 2500 km 3 2500 km. (a) Observed, (b) FA, and (c) FA-adv.

FIG. 3. (left) Probability density function (PDF; %) of the synthetic FA, FA-adv, and the observed (OBS) IR

brightness temperature of HurricaneMatthew at the 96-h forecast in the cycle that started at 0000UTC 1Oct 2016.

A domain that covers about 2500 km3 2500 km, as shown in Fig. 2, is used for calculation of the PDF. (right) The

difference between PDF lines of FA-ADV and FA.
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deeper minimum SLP but weaker 10-m wind speeds,

indicating that in FA-adv some points were shifted to-

ward the low pressure low-wind regions in the scatter-

plot, confirming the same pattern seen in Fig. 4. The

mechanisms that caused this characteristic and its im-

plications are discussed later. When compared with the

best track P–V plot (Fig. 5, right panel), the results from

FA and FA-adv both overestimated the deepening of

the SLP with wind speed, as can be seen from the slope

of the regression lines.

The simulated tracks and intensities differed sig-

nificantly between FA and FA-adv. Figure 6 shows the

bias of the simulated intensity and the track error of

Hurricane Matthew (2016) across 19 cycles. In the early

stage of the simulations, with a lead time of 12 h or

less, the FA and FA-adv were nearly identical. This

is because in the initial condition the hydrometeor

fields were set to zeros, so there was little difference

between the advection of separate hydrometeors and

the total condensate in the early stage of the simulations.

FIG. 4. (a),(b),(e),(f) Sea level pressure (SLP; Pa) and (c),(d),(g),(h) 10-m winds (m s21) for (left) FA and (right)

FA-adv. Panels (a)–(d) are for a 96-h forecast snapshot of HurricaneMatthew (2016) valid at 0000UTC 5Oct 2016,

while (e)–(h) are for a composite storm created by averaging 1763 forecast snapshots of HurricaneMatthew. In (c),

(d), (g), and (h) the black contour lines show the extension of the area with winds in excess of 34 kt.
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After two days, the minimum SLP from FA-adv became

deeper than that in FA, but its maximum 10-m wind was

similar or weaker than FA’s. This result is consistent

with the examples shown in Figs. 4 and 5, highlighting

a characteristic that seemingly contradicted the gen-

eral relationship that a deeper minimum SLP usually

means a stronger TC vortex and thus a stronger 10-m

wind. The mechanism that caused this discrepancy is

discussed in the next section.

4. Discussion and sensitivity experiments

To investigate the impact of the different advection

methods, namely FA and FA-adv, on the simulated TC

size, structure and intensity, it is necessary to review the

difference between the implementations of FA and

FA-adv. In FA-adv and FA, the same microphysics

column subroutine is used. The difference between

FA-adv and FA is only in the advection of the hydro-

meteors, including the rime factor that describes the

densities of the precipitation ice to differentiate snow,

graupel, and sleet. In FA, before the advection, the

hydrometeors are summed to form the total conden-

sate and their fractions are assumed to remain un-

changed during the advection. The total condensate is

advected using the horizontal and vertical gradients

of the total condensate, and after the advection, each

hydrometeor mixing ratio is obtained from its respec-

tive fraction. After the advection, the new total con-

densate and the hydrometeor fractions are passed into

the microphysics column routine. In FA-adv, the mixing

ratios of the different hydrometeors are advected sep-

arately. The new mixing ratios after the advection are

converted to the total condensate and hydrometeor

fractions before being passed to the microphysics col-

umn routine. Therefore, this study was focused on the

impact of the advection on the hydrometeors as the

advection is the only difference in the model code.

In this study, we focus on the vertical advection, con-

sidering that any difference in hydrometeor concen-

trations resulting from the horizontal advection will

have less of a dynamical impact on the simulated storm

because horizontal advection generally does not cause

as significant phase changes or differences in diabatic

heating in tropical cyclones as when the vertical motion

is involved. The differences in the horizontal advection

between FA an FA-adv may also have some secondary

impacts on the simulated tropical cyclones which are

not discussed in this paper, for example, a broader

cloud shield, which would be more likely for situations

with upper-level outflow advecting frozen hydrome-

teors with a small fall speed (like snow), would have

radiative impacts, which could in turn impact the ki-

nematic structure of the secondary circulation (Fovell

et al. 2016).

Regardless of the numerical method used to imple-

ment it, the general formula of the contribution of the

vertical advection term to the rate of change of a state

variable can be expressed as 2w(›F/›z), where F is the

variable that is advected, w is the vertical velocity, and

›F/›z is the vertical gradient of that state variable. A

working hypothesis was that if the vertical profiles of

Qc and Qr differ significantly, then the total condensate

advection scheme in FA could produce different up-

ward advection of Qr and Qc than that in FA-adv.

Consequently, the difference in the vertical advection

of Qc and Qr between FA and FA-adv could lead to

different diabatic heating through latent heat release

when the hydrometers undergo phase changes such as

condensation and evaporation. Differences in diabatic

heating could then cause dynamical differences affecting

the storm size and intensity and thus lead to the larger

and weaker simulated storms in FA-adv relative to FA

that were noted in section 3. This hypothesis is par-

tially inspired by and consistent with Wang (2009), who

found that simulated tropical cyclones became larger

FIG. 5. Pressure–wind scatterplot for FA, FA-adv, and the best track (pressure in hPa and wind speed in kt).
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and weaker when artificial warming was introduced in

the outer rainbands.

The Hurricane Matthew HWRF simulations were

cycledmodel runs, meaning each cycle used the previous

cycle’s result as part of its initial condition. The cycling

makes it difficult to compare FA and FA-adv, since the

runs did not start from identical initial conditions, except

for the very first model cycle, when the stormwas a weak

tropical depression. The real case simulations are also

affected nonlinearly by many factors, including envi-

ronmental wind fields, the vortex initialization proce-

dure, data assimilation, land/ocean coupling, and so on,

making it difficult to isolate the effect of the vertical

hydrometeor advection scheme. Therefore, in this sec-

tion, we use the idealized HWRF runs to validate the

above hypothesis.

In the first 4 h of the idealized HWRF simulation, the

FA and FA-adv results are nearly identical (not shown),

perhaps because the hydrometeors have not developed.

Figure 7 shows the difference fields (FA-adv2 FA). At

t 5 5 h, while the Qc from FA was concentrated near

850 hPa, the Qc from FA-adv advected farther upward,

reaching close to 700hPa (Fig. 7a). The FA-adv had

greater diabatic heating than FA near 850 hPa (Fig. 7d;

the mechanism for the diabatic heating distribution will

be revisited later in Fig. 9). The greater diabatic heating

in FA is accompanied by a stronger updraft (Fig. 7e)

and a larger Qr (Fig. 7b) in FA than FA-adv. At t5 5 h,

frozen condensate (ice and snow; Qi) has not yet formed

so the difference in Qi between FA-adv and FA is close

to zero (Fig. 7c). At t5 6 h, it is noticeable that the larger

updraft speed and greater diabatic heating in FA-adv

than FA have developed further, become stronger, and

reached higher levels (Figs. 7i,j). At t5 6 h, Qr (Fig. 7g)

andQi (Fig. 7h) in FA-adv exceeded those in FA andQc

extended much higher in FA-adv than FA (Fig. 7f).

The dramatic 1-h development from the low-level and

relatively small extra diabatic heating and updraft in

FA-adv than FA (Figs. 7d,e) to those shown in Figs. 7i

and 7j, and the associated hydrometeors, can be attrib-

uted to a dynamical positive feedback effect triggered by

the small difference in diabatic heating at t 5 5 h as

shown in Fig. 7d: the greater diabatic heating caused a

stronger updraft and thus enhanced the system-scale

secondary circulation, which, in turn, intensified the

primary circulation (Shapiro and Willoughby 1982).

The accelerated primary circulation wind then drove the

entropy flux from the ocean surface to the inner core to

generate greater diabatic heating from microphysics

processes (Rotunno and Emanuel 1987); and the greater

diabatic heating led to a stronger updraft and secondary

circulation, and so on. This positive dynamical and mi-

crophysical feedback effect can be seen from Fig. 8,

which shows the breakdown of the heating terms due to

the various microphysics processes at t 5 6 h. The con-

densation (pcond) in FA-adv, including that into super-

cooled Qc water, reached a higher level and released

more heat than FA (Figs. 8a,b). The Qi formed mainly

by riming of the supercooledQc (piacwi) and deposition

FIG. 6. The (a) 10-mmaximumwind bias, (b) minimumSLP bias,

and (c) track error for Hurricane Matthew (2016) relative to the

best track. Bias is defined as the error averaged over all forecast

cycles: bias5 (1/N)�N

1 (forecast2obs) where N is the number of

forecast cycles, andNational HurricaneCenter best tracks are used

as observation.
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(pidep), which were both stronger and thus released

more heat in FA-adv (Figs. 8c,e) than FA (Figs. 8d,f).

Therefore, the larger Qi in FA-adv than FA (Fig. 7h) is

due to the stronger updraft, instead of more low-level

Qc being advected upward and turning into Qi.

The initial additional low-level diabatic heating in

FA-adv than FA (Fig. 7d), however, was caused by the

difference in vertical hydrometeor advection between

these two schemes. To further confirm the role of the

vertical hydrometeor advection in causing these simu-

lated diabatic heating differences, the advection terms

were calculated for t 5 7 h in the idealized HWRF

simulation of FA-adv (Fig. 9). From the Qc, Qr, and

vertical velocity snapshots, the advection terms were

calculated using the following two methods: 1) the hy-

drometeors were advected separately, resembling the

method in FA-adv. 2) the hydrometeors were summed

to form the total condensate, which was advected; after

advection, Qc and Qr were restored using their pre-

advection fractions, a method similar to FA. These cal-

culations were conducted offline for diagnostic purposes

and did not influence the actual simulation.

Figure 9 presents the radius–height plots of the ad-

vection of Qc andQr, showing that the Qc radius–height

cross section is separated into two distinct regions by

r5 60km (Figs. 9a,b). For r, 60 km, there is virtually no

vertical gradient of Qc near 850hPa. In Fig. 9, r, 60km

represents the inner core area because upward vertical

motion peaked at 60 km (lines in Figs. 9a–c). For r .
60 km in Fig. 9, however, there is an evident Qc peak

and two vertical gradient extremes, one positive above

850 hPa and the other negative below 850hPa (Fig. 9d).

The separate advection method in FA-adv would re-

sult in the advection term shown in Fig. 9g, which shows

Qc moving upward between r 5 60–90 km where Qc,

the Qc gradient, and Qr coexist (Figs. 9a,b). The Qr

(Fig. 9b) is vertically uniform with a slightly higher

Qr above 850hPa. The FA-adv method would produce

the Qr advection term shown in Fig. 9h. The total con-

densate Qt is shown in Fig. 9c. In FA, the Qc advection

is calculated by partitioning the Qt advection in Fig. 9i

by the hydrometeor fractions, which resulted in the Qc

advection shown in Fig. 9j and Qr advection shown

in Fig. 9k. It can be seen that compared to FA, the FA-

adv advected more Qc upward above 850 hPa between

r 5 60–90km. For r , 60, the FA-adv had a greater

downward advection of Qc than FA, indicating that,

after the storm becomes developed, the greater upward

advection of Qc in FA-adv occurs mainly in the outer

rainbands. In the inner core area, the strong updraft

FIG. 7. Idealized HWRF simulation azimuthally averaged results in radial–height coordinates shown for (top) t 5 5 h and (bottom)

t5 6 h. (a),(f) Cloud water difference (kg kg21), (b),(g) rainwater difference (kg kg21), (c),(h) frozen condensate difference in ice1 snow

(kg kg21), (d),(i) accumulated diabatic heating difference (K), and (e),(j) difference in vertical velocity (m s21). All differences are

calculated as FA-adv 2 FA. The x axis is radial distance (km).
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causes the Qc profile to be vertically uniform, so that

the difference between FA and FA-adv in the inner

core area would be small or even opposite in sign rel-

ative to the outer rainbands area, as shown in Fig. 9g

and Fig. 9j. While the FA scheme underestimated

the upward Qc advection in the outer rainbands within

r 5 60–90 km, it overestimated the upward Qr advec-

tion in r 5 60–90 km, assuming the FA-adv scheme’s

Qc and Qr vertical advection is the realistic one. Since

the vertical gradient of the total condensate (Figs. 9i,l)

was much larger than that of the rainwater in the

outer rainbands, the rainwater’s upward advection

was overestimated in FA. If the rainwater had been

advected individually, its uniform vertical profile

would lead to very little upward advection near the

850-hPa level.

A hypothetical example can help illustrate the over-

estimation of upward advection of rainwater. For a

vertically constant rainwater profile near 850 hPa, whose

gradient would be zero, the separate advection method

in FA-adv would result in a zero upward advection

of rainwater; however, the total condensate advection

method in FA would produce nonzero upward advec-

tion of rainwater because the total condensate gradient

was used. In other words, in FA, the large Qc gradients

near 850hPa due to the sharpQc peak were ‘‘shared’’ by

the vertically uniform Qr.

These discrepancies were corrected when the hy-

drometeors were advected separately in FA-adv, and

therefore moreQc was advected upward near 850 hPa in

FA-adv than in FA, which can be confirmed by Fig. 7a.

Comparing Figs. 7a and 7d, it can be seen that the

FIG. 8. Vertical cross sections of the idealized HWRF simulation of accumulated temperature change (K), at

t 5 6 h, as the result of heating or cooling caused by microphysics processes. In the legends, pcond is the con-

densation (.0) or evaporation (,0), piacwi is the growth of precipitation ice by riming (.0), pidep the deposition

(.0) or sublimation (,0) of ice crystals, piacr is the freezing of rain onto large ice at supercooled temperatures

(.0), picnd is the condensation ontowetmelting ice (.0), and pcool is the sum of three terms (to save plot space) of

evaporation fromwet melting ice, melting of ice, and rainwater (all three, 0). (left) FA-adv results and (right) FA.

Note different color tables are used for different terms as well as for the same term for FA and FA-adv.
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greater initial diabatic heating in FA-adv (before the

dynamic positive feedback effect takes over) is a local

effect that may be attributed to the more upward Qc

advection in FA-adv. In summary, Figs. 7–9 show that

the difference in the vertical hydrometeor advection

methods between the FA and FA-adv affects the ad-

vection of hydrometeors and the associated temperature

field and dynamical processes, and the effects are dif-

ferent for different radial areas. For the outer rainbands

area near r5 60–90 km, the peaked structure of Qc and

the vertically uniform Qr coexist (Figs. 9a,b), which is

sufficient for the differences in vertical advection in the

FA and FA-adv schemes to take effect. In the inner core

(r, 60 km), the strong updraft helps reduce theQc peak

andmakesQc vertically uniform, similar toQr, as shown

in Fig. 9a, so the difference between the FA and FA-adv

simulated advection is small or opposite in sign to that in

the outer rainbands (Figs. 9g,j).

The artificial difference in diabatic heating between

FA and FA-adv has a thermodynamic effect on hur-

ricane size and intensity. Figure 10 showed the azi-

muthally averaged pressure–radial cross sections of

hydrometeors (Figs. 10a–f), vertical velocity (Figs. 10g,h)

and tangential wind (Figs. 10i,j) of a mature Hurricane

Matthew (2016) simulated by HWRF using FA (left)

and FA-adv (right). The greater diabatic heating in FA-

adv simulated larger-sized storm. The cloud, rain, and

frozen condensate in FA extended radially to 200, 250,

and 300km; but they reached farther to 300, 350, and

400 km, respectively, in FA-adv. The updraft and tan-

gential wind areas in FA-adv also extended farther than

FA. The larger storm simulated by FA-adv was also

FIG. 9. Advection terms calculated using Qc (kg kg21), Qr (kg kg21), and the vertical velocity (m s21) in the FA-adv idealized HWRF

run results at t5 7 h. (a) Qc, (b) Qr, and (c) the total condensate (Qt; kg kg21). Vertical velocity is plotted in (a), (b), and (c) as solid lines

(updraft) and dashed lines (downdraft). The vertical gradient of (d) Qc (kg kg21 m21), (e) Qr (kg kg21 m21), and (f) Qt (kg kg21 m21).

(g) Qc advection (kg kg21 s21), (h) Qr advection (kg kg s21), and (i) Qt advection (kg kg21 s21) using FA-adv. (j)–(l) The advection terms

using FA. The x axis is the radial distance (km).
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FIG. 10. Azimuthally averaged pressure–radial cross sections of (a),(b) Qc (kg kg21), (c),(d) Qr (kg kg 21), (e),(f) Qi 1 Qs (kg kg 21),

(g),(h) vertical velocity (m s21), and (i),(j) tangential wind (m s21) of HurricaneMatthew (2016) simulated by HWRF using (left) FA and

(right) FA-adv. The simulations were initialized at 0000 UTC 1 Oct 2016 with a lead time of 96 h.
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more powerful by the integrated kinetic energy (IKE),

defined as
Ð V
0
(1/2)rU2 dy, where V is the volume of the

domain covering a radial distance of 500km and in the

vertical from 100hPa to the surface, r is air density

which is a function of altitude, and U is tangential wind

(Powell and Reinhold 2007). The IKE in Fig. 10i was

7.33 104 terajoules (TJ) and in Fig. 10j, it was 8.83 104

TJ. Although the FA-adv simulated storm is larger

and more powerful, its peak intensity is weaker than

FA. As illustrated in Fig. 9, the artificial difference in

diabatic heating between FA and FA-adv occurs

where both Qc and Qr exist. From Figs. 10a–d it is

clear that most of the areas where Qc and Qr coexist

are outside of eyewall. Wang (2009) showed the net

diabatic heating outside the eyewall causes pressure

to fall in the lower troposphere and reduce the pres-

sure gradient across the eyewall, which weakens the

tangential wind near RMW but increase the size the

TC vortex. The findings in this paper are similar to

those in Wang (2009), who found that artificial dia-

batic heating (cooling) added to the outer rainbands

at 60 km , r , 90 km causes the intensity of the storm

to weaken (strengthen) and the storm size to enlarge

(shrink). While Wang (2009) artificially added heating or

cooling to model experiments, this paper identified the

same effect from heating to weaken and enlarge the

storms, but the heating described in this paper results

from the different hydrometeor advection schemes in

FA-adv and FA, instead of being artificially added as in

Wang (2009).

5. Conclusions

The advection of the total condensate in the FA

scheme underestimates the upward advection of Qc

and overestimates the upward advection of low-level

Qr. The separate advection of hydrometeors in the

FA-adv scheme, in theory, corrected this problem,

which causes the difference between these two schemes

in their simulated TC microphysics fields and dynamics.

The differences mainly originated from the greater up-

ward advection of Qc in FA-adv than in FA. The greater

vertical advection of Qc in FA-adv represents a con-

tinual source of cloud water freezing into cloud ice.

The additional diabatic heating from this phase change

in FA-adv affects the dynamics of the simulated TC

through hydrostatic adjustment. The radial distribution

of the azimuthally averaged extra diabatic heating in

FA-adv causes an SLP adjustment that, according to the

cyclostrophic balance and gradient wind balance rela-

tions, leads to a weaker maximum wind speed but stron-

ger wind speed farther away from the storm inner core,

and causes the storm’s size to expand. Therefore, although

the integrated kinetic energy is larger in FA-adv, its

maximum 10-m wind speed is weaker than in FA.

It should be emphasized that the root of the differ-

ences in results between FA and FA-adv is the charac-

teristics of the vertical profile of Qc, which has a sharp

gradient near 850 hPa in the outer rainbands, and that of

Qr, which is vertically uniform. In FA, the resultant total

condensate profile has a gradient near 850hPa that is

smaller than Qc but larger than Qr. When the total

condensate is advected and partitioned back to cloud

water andQr, the advection of Qc is underestimated and

that of Qr is overestimated.

Although in theory the separate advection of hy-

drometeor species in FA-adv is more realistic than the

advection of total condensate in FA, this evaluation

showed that FA-adv simulated much larger storms than

FA, and therefore degraded the HWRF performance.

Onemotivation for testing the FA-adv scheme inHWRF

was an earlier finding showing that the Thompson et al.

(2008) scheme, with its inherent separate advection of

hydrometeor species, produced a degradation of TC

track and intensity in the east Pacific (although an im-

provement was noted in the Atlantic basin; Biswas

et al. 2016). Given that it is not possible to run the

Thompson scheme without separate species advection,

we used a scheme that allows both total and separate

advection to investigate whether the advection by itself

could cause the degradation. It should be noted that

HWRF, like other NWP models, is a very complex

nonlinear system, and tuning in other parts of the

model system could have masked errors introduced by

the total condensate advection (Bu et al. 2017). That is

why in this study we focused on understanding the

mechanisms that are responsible for the simulated

discrepancies between FA and FA-adv, instead of

seeking to improve the HWRF performance with FA-

adv. Future work on examining the related physics

schemes, such as radiation, cumulus convection, or

PBL, is needed to identify those tunings so that the

separate hydrometeor advection can achieve better

forecast performance.
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